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Taihu-Light Supercomputer
• Located in Wuxi, China
• Rank #2 by “Top 500”
• 93 petaflops with LINPACK

Supernode
• Full connected with 2-level fat tree.

SW26010
• Chinese-designed manycore 64-bit

RISC processor
• Based on the Sunway architecture

Core Group
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160 Supernodes 256 CPUs 4 Core groups

Memory
• 8GB DDR3

Management-Processing Element
• 24GFLOPS 64bit, 16.5GIPS 32bit
• 32KB L1 data cache
• 32KB L1 instruction cache
• 512KB L2 cache

64 CPEs in each core group
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Compute-Processing Element
• 12GFLOPS 64bit, 13.5GIPS 32bit
• 16KB L1 instruction cache
• 64KB L2 instruction cache shared

by 64 CPEs

Scratchpad memory
• Fast and flexible
• But only 64KB on each CPE
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Register communication
• CPEs in the same row or column

can send/receive 256bit vectors

Interface
• Login nodes
• Compilers : sw5cc, sw5gcc …
• Job Scheduler

MPI Module
Communication between core
groups :

• Block boundary data transfer
• Global reduction

Message Pool Module
Communication between MPE and
CPEs

• Semaphores

Master Code
Code running on MPE:

• Communications
• Input/Output

Slave Codes
Code running on CPEs:

• D-slash
• MinRes inverter

D-slash Version 1
• 84 block for each core group
• 8× 8× 1× 1 slice or 4× 4× 2× 2

sub-block for each CPE
• Hand-written loops, register com-

munications and DMAs.
• Achieved ≈ 23% of theoretical peak

performance

D-slash Version 2
• 84 block for each core group
• Flexible arrangement of sub-blocks
• Dynamically generated code from

parameters
• 64 functions with flat code for all

CPEs

D-slash Version 3
• Flexible arrangement of blocks and

sub-blocks
• Dynamically generated code from

parameters
• 64 functions with flat code for all

CPEs
• Working in progress …

Vectorization Module
• Low-level linear operation module

for D-slash
• Use Dirac dimension for 4-float vec-

torized operations
• Hand-written codes with sophisti-

cated C macros
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Lattice
• Huge lattices can be scattered to

many core groups

Block in a core group
• . 5000 lattice sites within scratch-

pad memory
• More lattice sites could be held in

main memory

Sub-block in a CPE
• . 100 lattice sites within 64KB

scratchpad memory
• Neighboring sites should be placed

in the same CPE or CPEs in the
same row or column

D-slash code generator
0. The input parameter is a sequence

of natural numbers
1. Decompose D-slash on a block to

atom operations:
– matrix multiplication
– register send/recv
– sync operation
– DMA init/start/wait

2. Construct a directed acyclic graph
from the operations and their de-
pendencies.

3. Adopt modified Kahn’s algorithm
to find a topological sort of the
DAG, using the input numbers as
intervals for choosing the “start
nodes”.

4. Split the topological sort to 64 se-
ries and output the corresponding
CPE codes in C language.

Genetic Algorithm Code
Written in python :

• Gene : the parameter for the D-
slash code generator

• Fitness function : a function of the
measured timing of D-slash

• Crossover and mutation

Global Tuning Script
Written in Makefile :

1. Generate D-slash codes from the
genes.

2. Compile D-slash codes together
with the MPE code and the CPE
codes.

3. Submit jobs and collect the timing
results.

4. Refresh the genes with genetic al-
gorithm.

5. Loop.

Abstract
We present a code packge designed for Sunway infrastructure of Taihu-Light supercomputer.

Various versions of D-slash functions and a MinRes inverter have been implemented. Metapro-
graming and genetic algorithm are adopted to investigate the feasibility of a general automatic
optimization scheme. So far, the generated codes from genetic algorithm (version 2) are not as
fast as the optimized hand-written code (version 1). We are working on some new versions with
more novel ideas.

New ideas
• Storing lattice data with more ef-

ficient order instead of xyzt. (in-
spired by Hilbert curve)

• Try some other ways of parameter-
izing the topological sort.

• Some immature ideas inspired by
the register allocation algorithms.
(the scratchpad memory is more
like “L2 registers” rather than
cache)

• QScheme, a domain-specific lan-
guage based on scheme, is used for
metaprograming.

Outlooks
• This code package is prepared for

future supercomputers in China.
The prototype of a new exaflop su-
percomputer with Sunway architec-
ture will be announced this year.

• This code will have an interface to
co-operate with Chroma and other
programs.


